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big	data	in	chemistry	+	informatics	=	chemoinformatics	

The	 increasing	 volume	 of	 biomedical	
data	 in	 chemistry	 and	 life	 sciences	
requires	development	of	new	methods	
and	approaches	for	their	analysis.		
The	 BIGCHEM	 project	 will	 provide	
innovative	education	in	large	chemical	
data	analysis.	 The	 innovative	 research	
program	will	be	implemented	with	the	
target	users,	 large	pharma	 companies	
and	SMEs,	which	generate	and	analyze	
large	 chemical	 data	 as	 well	 as	 will	
promote	 technology	 transfer	 from	
academy	to	industrial	applications.	
	

Marie Skłodowska-Curie Innovative Training Network   
             European Industrial Doctorate (2016-2019) 

http://bigchem.eu	



BIGCHEM project publications http://bigchem.eu

Up	to	now	~	70	articles,	including	four	highly	cited	(<1%)	and	one	hot	(<0.1%)	article	according	to	the	Web	of	Science	



http://ai-dd.eu			fellowship	applications	will	be	announced	soon	



Data storage and model development: http://ochem.eu 



Some OCHEM statistics 

•  Physico-chemical	properties:	logP,	water	solubility,	melting	point,	pyrolysis	(decomposition),	
solubility	in	DMSO	

•  Biological	activity:	estrogen	receptors	binding;	endocrine	disruptors;	anti-HIV	activity;	AMES	
mutagenicity	

•  Environmental	endpoints:	ready	biodegradability;	fish	toxicity;	toxicity	against	T.	Pyriformis,	
daphnia,	etc.	

•  More	than	>100	(>500)	models	were	published	

•  >7000	registered	users	

•  >36	millions	tasks	were	executed	since	launch		

•  >3M	data	points	for	>500	properties	from	>	10,000	articles	

•  Several	groups	develop	and	regularly	publish	new	models		

•  Top-performing	models	in	challenges	(NIH,	EPA	ToxCast)	



275k Melting Point Datasets (Big Data) 

Bergström 277
Bradley     2886

OCHEM     22404
Enamine   21883
PATENTS   228079

data 

Bergström 
Bradley 
OCHEM 
Enamine 
Patents 

Tetko	et	al	J.	Chemoinformatics,	2016,	8,	2.		

COMBINED:	OCHEM	+	Enamine	+	Bradley	+	Bergström		



Modeling of MP data 

Package 
name	

Type of 
descriptors	

Number of 
descriptors	

Matrix size, 
billions	

Non zero 
values, 
millions	

Sparseness	

Functional 
Groups 	 integer	 595	 0.18	 3.1	 33	

QNPR	 integer	 1502	 0.45	 6.3	 49	

MolPrint	 binary	 688634	 205	 8.1	 7200	

Estate count	 float	 631	 0.19	 10	 14	

Inductive	 float	 54	 0.02	 11	 1	

ECFP4	 binary	 1024	 0.31	 12	 25	

Isida	 integer	 5886	 1.75	 18	 37	

ChemAxon	 float	 498	 0.15	 23	 1.5	

GSFrag	 integer	 1138	 0.34	 24	 5.7	

CDK	 float	 239	 0.07	 27	 2	

Adriana	 float	 200	 0.06	 32	 1.3	

Mera, Mersy	 float	 571	 0.17	 61	 1.1	

Dragon	 float	 1647	 0.49	 183	 1.5	



Prediction errors for a set of drugs using models 
developed with different training sets 
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Prediction of Huuskonen set using ALOGPS logP and 
MP based on 230k measurements 

	
logS	=	0.5	–	0.01(MP-25)	–	log	Kow		

“model	in	model”	



Transfer	
Learning	

Labeled	data	are	available		
in	a	target	domain	

Inductive	
Transfer	
Learning	

No	labeled	data		
in	a	source	domain	

Self-taught	
Learning	

Labeled	data	are	available			
in	a	source	domain	

Multi-task		
Learning	

Labeled	data	are	available		
only	in	a	source	domain	

Transductive	
Learning	

Different	domains	
but	single	task	 Domain	

adaptation	

Single	domain	
and	single	task	

Sample		
selection	bias	

No	labeled	data	

Unsupervised
Transfer	
Learning	

Adapted	from:	Pan,	S.J.;	Yang,	Q.	A	survey	on	transfer	learning.	
IEEE	Transactions	on	Knowledge	and	Data	Engineering	2010,	22,	
1345-1359.	



Multi-task learning 

  		A/B

A B



Multi-task learning 
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Problem:	
	
• 	prediction	of	tissue-air	partition	
coefficients		
• 	small	datasets	30-100	molecules	
(human	&	rat	data)	
	
Results:	
	
simultaneous	prediction	of	several	
properties	increased	the	accuracy	
of	models	

Varnek,	A.	et	al	J.	Chem.	Inf.	Model.	2009,	49,	133-44.	

																													



Prediction of toxicity of chemical compounds: 
REGISTRY OF TOXIC EFFECTS OF CHEMICAL SUBSTANCES (RTECS®)  

 

Different species
–  Rat
–  Mouse
–  Rabbit
–  …
–  Human

•  Different toxicities
–  LD50
–  TDL 
–  NOEL
–  LDLo

•  Administartion
–  Oral
–  IPR (intraperitoneal)
–  IVR (intravenous)

~ 129k records
~ 87k compounds
29 properties

Sosnin,	S.;	Karlov,	D.;	Tetko,	I.V.;	Fedorov,	M.V.	A	comparative	study	of	prediction	of	
multi-target	toxicity	for	a	broad	chemical	space.	J	Chem	Inf	Model.	59,	1062-1072.		



RMSE for different toxicities using CDK descriptors and DNN 
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Sosnin,	S.	et	al.	A	comparative	study	of	prediction	of	multi-target	toxicity	for	a	broad	
chemical	space.	J	Chem	Inf	Model.	2019,	59,	1062-1072.	



Comparison of different models to predict toxicity (RMSE) 

single	 multi	 single	

Sosnin,	S.	et	al.	A	comparative	study	of	prediction	of	multi-target	toxicity	for	a	
broad	chemical	space.	J	Chem	Inf	Model.	2019,	59,	1062-1072.		



Comparison of MTL and STL  
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Support of mixtures 



Compound	A	
{D1

A,	D2
A	,	…,	Dn

A}	

Compound	B	

{D1
B,	D2

B	,	…,	Dn
B}	

Mixture	A-B	(One	mixture	–	>	one	descriptor	vector)	
Each	mixture	has	only	one	property	value	

{(Di
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	OR		
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B|}	

{(XA*Di
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B)/2}	
	OR	

{XA*Di
A+XB*Di

B,	|XA*Di
A-XB*Di

B|}	

Mixture	A-B	(One	mixture	–	>	several	descriptor	vectors)	
The	property	of	one	mixture	depends	on	the	composition	of	its	pure	compounds		Weighted	

descriptors	

Unweighted	
descriptors	

+	

Mixtures’ descriptors 
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